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Abstract

This paper reports Part I1 of a two part effort that is

intended to delineate the relationship between reliabil-

ity and fault tolerant control in a ,tuantitative man-

net. Reliability properties peculiar t;o fault-tolerant

control systems are emphasized, such a.s the presence

of analytic redundancy in high proportion, the depen-

dence of failures on control perforumnce, and high risks

associated with decisions in redundancy management

due to multiple sources of uncertainties and sometimes

large processing requirements. As a consequence, cov-

erage of failures through redundancy managernent can

be severely limited. The paper proposes to formulate

the fault tolerant control problem as an optimization

problem that maximizes coverage of failures through

redundancy management. Coverage modeling is at-

t.empted in a way that captures its dependence on the

control performance and on the diagnostic resolution.

Under the proposed redudnacy management policy, it

is shown that an enhanced overall system reliability can

be achieved with a control law of a superior robustness,

with an estimator of a higher resolution, and with a

control performance requirement of a lesser stringency.

1 Introduction

Highly reliable systems make use of redundancy to

achieve fault tolerance, due to limited reliability of

components or subsystems [8]. Utilization of mmlytic

redundancy[ 91 that provided by static and dynamic

relations among system variables, such as secondary

functions of effeetors, virtual measurements, projec-

tions, etc. can further reduce the probability of exhaus-

tion of hardware in a cost-effective nmnner. Analytic
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ing coverage of failures in fault tolerant control systems Mter-
natively under the probabilistic formMization (rather than un-

der the possibilistic formalization I19] ), which allows the synergy

with, and the direct utilization of the cla.ssical reliability theory

and analysis tools.

redunda,lcy management of complex control systems,

however involves considerable more risks in compari-

son wilh such schemes as majority voting, for decision

nmking is often based on residual signals formed by

the differences between noisy measurements and cal-

culated values of output variables based on inaccu-

rate too, isls. Decision errors can be associated with

uncertainties on whether there is a subsystem failure,

which subsystem has failed, how severe is its effect,

whether it is necessary to take a drastic corrective ac-

tion, which action to take. In addition, the question

may als,_ arise on whether there is adequate control

relevant, redundancy [22] and authority to allow recov-

ery from the effect of the failure. The dynamic and

closed-h,op nature, common to all control systems, is

the sour.:e for additional difficulties, such as temporary

mask of the effect of subsystem failures, the vagueness

in the definition of a system level failure in the context

of control performance, and the sometimes significant

processilg requirement in supporting the redundancy

manage_nent.

There e_re many applications in which fault toler-

ance may be achieved by using one of the adaptive

control[{;, 1], or reliable control [18], or reconfigurable

cont.rol I3] strategies. As the the control action becomes

progressively more drastic, the lielihood of involving an

explicit diagnostic process becomes higher, and deci-

sion making becomes riskier. Fault tolerant control in

general is a subject too broad to be discussed in this

paper. Instead, the discussion here will be confined to

its relation to reliability and our inquiry on the con-

trol strategy will be kept at the conceptual level. The

reader i.'; referred to [17, 4, 5, 16] and references therein

for a ntore complete view of the state of the art, issues,

and met hodologies in the field of fault tolerant control.

Definitions suggested in [14] on fault and failure are

adopted with a slight modification. A fault is an un-

permilt,_d deviation of at least one characteristic prop-

erty or variable of the system. A failure is a perma-

nent iulerruption of a system's ability to perform a

require( function under specified operating conditions.

Note that a failure can also be defined in the subsystem

level. A fault may or may not lead to a failure. With-



out lossof generality,a subsystenlfailureksassumed
to alwaysleadto thesystemfailureunlessasuccessful
managementof redundancyensues.Sincethispaper
isconcernedwithclosed-loopcontrolsystemsto which
occurrenceofa failuredependsonwhetherthereisa
lossof controlperformance,a properlydefinedcon-
trol perfornmncethresholdwill be introducedin the
paperto quantifytheacceptablesy:stemperformance
level.Thethresholdmustencompa._;srequirementsin
stability,andin transientaswellassteadystatecon-
trolperformance.It isassumedthatnoeventorevents
wouldtriggerasequenceofinfinitereconfigurationa:-
tionsinwhichcasethestabilityproblenlofadifferent
naturemustbeconsidered[7]. A s3stemlevelfailure
isdeclaredwhenfaultsorsubsystemfailurescausethe
controlperformanceofthesystemtofallbelowthepre-
scribedthreshold.Tileperformancethresholdcanbe
setat two(ormore)differentlevels,eachcorrespond-
ingtoaspecificreliabilityrequirement.Inaviation,for
example,onelevelcanbesetbytheabilitytocarryout
a normalmission(ormissionabortm terms of failure

probability), and another can be set by the ability to

merely maintain the system stabiliD' needed for safe

landing (loss of control in terms of 5dlure probability).

This paper will treat different, reliability requirements

in a unified manner.

Reliability is naturally a subjective concern in tile

analysis and design of fault-toleranl control systems.

Reliability is rarely regarded as an objective crite-

rion that guides a control system design in an inte-

grated manner. This predicment is due to the diffi-

culty in establishing a functional linkage between the

over all system reliability, and the performance defined

in the conventional sense at the bot tom level for con-

trois and for diagnosis. The paper i.'s organized as fol-

lows. Section 2 models coverage in fault tolerant con-

trol systems, and delineates two important roles cover-

age plays one as a criterion for off-line integrated fault

tolerant control system design and one as a criterion

for on-line minimum-risk redundanc3 management. Fi-

nally, a functional linkage between reliability and con-

trol/diagnosis performance is established. Section 3

sumnmrizes the findings of tile paper.

2 Coverage in Fault Tolerant Control

This section focuses on coverage modeling and evalua-

tion, through which reliability will be lie(t to the design

and operation of fault tolerant conlrol systems. The

previous section emphasizes statistical analysis based

on failure data, and attemt)ts to infer from the sample

of failure data to some representative behavior of the

general population. It is possible in that case to assume

a range of coverage vahles in assessing a system's relia-

bility and determine what. is the set of minilnum cover-

age vahms required for a given overall system reliability

requireuent. The reliability issues are viewed from a

different perspective in this section. The concern now

ks with how to achieve the set of required coverage val-

ues through proper designs of control and diagnostic

modules Sonm of the basic ideas presented in this sec-

tion folh,w those presented in [19] where a possibilistic

formalization is used. It is the first time rigorous ar-

guulents are given under a clearly defined redundancy

inanegecmnt policy using a probabilistic forumlization

to confirm our intuitions on how control and diagnosis

performance affect overall system reliability.
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Fig.1 S(' mmatic of fault tolerant control syst.em

Since t h.._ design of both feedback control and diagnos-

tic algorithm depends on the model of the plant to be

controlk d, the task of modeling of individual physical

processes for which specific reliability goals are to be

implemented must be first, tackled. A model suitable

for the fault tolerant control purpose should reflect the

effects of failures and availability of redundancy. Sup-

pose all such conditions enter the plant model in the

form of parameters. The effort of fault parameteriza-

tion in :inear parameter varying (LPV) form [21], for

example, is on going. A fault effect parameter space

can then be defined as the Euclidean space of all pa-

rameter.'; that change their values as the result of some

fault occurrence. The prescribed range of variation of

such pa:'ameters form a set in tile parameter space.

Let 0 denote a vector in the space of dimension N, and

f_ denote the set. over which 0 resides when fault oc-

curs. Without loss of generality, f2 can be regarded as

a hyt)er-rectangle

_2 = {Oz,m,n < tgl <_ Ot ...... 1 = 1, ..., N},

with _9 =: 0 denoting the no-fault parameter vector.

Next, COtltrol performance will be defined over the fault

effect domain. In tile schematic diagram shown in

Fig.l, G(0) represents a model for the input to output

mapping of the plant, including models of actuators

and the sensors. The argmnent 0 is made explicit to

indicate that tile model is dependent on the fault ef-



fectparametervector.Vectortu cot_tains all external

signals, including disturbances, sensor noises and ref-

erence signals. Controlled output z is all error vector,

capturing tile design specifications for the system; y is

the vector of measured variables; u is the vector of con-

trol inputs. 1/# [2] has been suggested and discussed as

a race, sure of control perofrmance in ]19], and the coin-

putability of this measure as a function of two control

effectiveness factors, has been demot_strated [20].

Let Jmi, denote a prescribed control perfornmnce

threshold to distinguish the normal fi-(ml a failed oper-

ation for the controlled system, i.e., a failure is declared

if

Ju (0) < J,n_n (I)

where subscript Ui denotes a particular control set-

ting. Whenever (1) becomes the ease, a control recon-

figuration is becomes necessary. The essence of fault

tolerant control lies with the management of the con-

trol relevant redundancy. Depending on the severity of

anomaly, management of control relevant redundancy

can be carried out via a control law robustification, or

adaptation, or reconfiguration. As 1he. control action

becomes progressively more drastic, the likelihood of

involving an explicit diagnostic process becomes higher,

and decision making becomes riskier. Since successfill

redundancy management depends ot_ the knowledge of

fault effect parameter 0, the challenge facing us is to

acquire, to represent, and to utilize the knowledge in

the presence of uncertainties. Fault tolerance can be

achieved only if sufficient redundant control authority

exists in the system. The issue regarding the adequacy

of control relevant redundancy is elaborated in [22].

The discussion on constraints that nmst be imposed

lrr IM is constructed can be found inwhen the set t_iji=l

[19].

Let us now extend the dimension of the fault effect

parameter space by one to form an N + 1 parameter-

performance (0-J) space, as depicted in Fig.2. The

horizontal plane in this figure is an abstract represen-

tation of the space of fault effect parameters. The dis-

tance of two fault effect parameter vectors is measured

by the Euclidean norm. The vertical axis represents

performance, a measure on how well the specified con-

trol objectives is achieved. A larger value along this

axis corresponds to better achieved ,)bjectives.

A point (0, J) in the O-J apace reflects the consequence

of using a particular control law. Its projection on the

horizontal plane specifies the corresponding fault para-

meter value, its vertical axis value indicates the level of

performance achieved. For a given control law, differ-

ent fault effect parameter vector would result in a dif-

ferent performance. Therefore corresponding to each

control law Ui, there is a surface, £.: (0), as shown in

Fig.2. Differently configured control laws produce dif-

ferent performance surfaces. The flat surface defines

the performance threshold ,],,,in, corresponding to a

set of milfimum objectives. Any point (0,,1) on the

the i th s,lrface below this threshold corresponds to an

underpel formed control law U i.
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Fig.2 Clraphical representation of a O-J dat.abase and

its interaction with a diagnostic outcome

Definition 1. Let

s A - {o _ _lJ_a(O) > a,_,_}, S B - {0 • _la,,,,(O) _> J,_,-,}.

(21
IVith respect to any O* Efl, control law U A is said to

outper_)rm control law U B if and only if O" E ,gA, sB

and

S a __ S B. (3)

Similar.'.}, with respect to an}" set 0 C f]. control law

U A is said to outperform control law U B if and only if

OC,9 A.S B, and

S a __ S _. (4)

hi fact control laws that are robust and adaptive are

designed to outperform coventional control laws in the

sense defined above. This part of the study is con-

ducted mostly during the off-line design phase and its

thoroughness is judged by the extent of exploitation

and utilization of existing redundancy', and complete-

ness of c-_verage of the fault effect in the sense whenever

possible there should be at least one control law Ui

that is not underperformed (Ju(O) < Jmi,,) for every

0 E Q. The outcome of such an investigation is a 0-J

database, which is to be stored for on-line use. On-line

data cau supplement the database for use with on-line

redesign. Such a database is apparently application

specific.

The field of diagnosis of dynamic systems has matured

over tim past twenty years [10' 13, 15]. Diagnosis no

doubt plays a crucial role in fault tolerant control. It

provides information on the parameter values in the

form of estimate 0. Since any 0 can be called an esti-

mate, a description of the uncertainty associated with
an estinmte is needed for the estimate t.o be useful.

First an, t second order statistics of an estimate can pro-

vide a r._.asonably prompt and accurate description of



tileuncertainty.Theycanbeobtainedthroughempiri-
calmethods.Anuncertaintydescrip|ionin tileformof
a probabilitydensityfunctionf(O) is shown in Fig.2.

The spread of the density function describes the res-

olution or the perfornlance of the diagnosis algorithm
used. For a normal distribution wit l_ mean 0* and co-

variance P, a hyper-ellipsoid call be formed as

£ ---- {t}l(0 - 0")'P-'(t_ - 0') _ to},

where h; > 0 defines the level of a constant probability

density which in turn determines the size of the ,V-

dimensional hyper-ellipsoid. Since the volmne of £ is

proportional to _:P),

1
R_ = (5)

det(nP)"

can be used as all indicator of the resolution for es-

tinmte 0. Since P is asually a fnnclion of time, so is

Definition 2. With respect to the same failure sce-

nario, diagnostic algorithm A is said to outperform di-

agnostic algorithm B at time t if and only if

n2(t) _ R_'(t), w k 0, (6)

where R,¢ is given by (5), and P i_ tile second order

centrM moment of f(O).

For a given algorithm, R_(t) is generally an increasing

function of t, which reflects the speed/accuracy trade-

off commonly displayed. Due to the finite rate in data

acquisition and processing, it is conceival)le that a sys-

tem with faster dynamics is more :_usceptible to the

consequences of uncertainties at the time of decision

making.

We now define the notion of coverage. Coverage has

been used as a parameter to reflect the ability of a

system to automatically recover from the occurrence of

a fault during a normal system operation[12]:

Coverage =- Probability(System recoversl Fault occurs).

At a given time, there is one coverage value associated

with each control law in use.

Definition 3. Denote coverage associated with using

control law Ui by ca,(t). Denote the covered domain

over which control law U_ provides .m acceptable per-

formance by f_i C f2, i.e.,

_ - (o _ alJu, (0) _>J_.... }. (7)

Then

(t) = / f(O,t)dO (8)Cu_

J_

The above integral should be understood as a combi-

nation of a multi-variable integral. It represents the

probability that estimate 0 resides within set Qi over

which (.,(_ restores the system operation.

Theorem 1. The optimM redundancy management

policy is to select control law Uk that satisfies

c_:_(t_)= max {cu_(t_)}, (9)
i=1,2, ,

where t.: is the critical clearance time at which a cor-

rective action must be taken, and cu_ is given in (8).

Proof. _ince an uncovered failure is associated with

an exit, :,t.ate which is arrived at transition rate (1 -

cu, (t))Aj for all i and some j, where ,\3 is the transition

rate out of state j to a non-exit state, The above tran-

sition rate enters only into the equation of exit state

j in a Markov model and none of the other equations,

i.e.,

pjo(t 4 6t) -- pjD(t) + 6t(1 -- CU, (t))Ajpj(t)

=:_ 1)jD(t) = (1 -- CU, (t))Ajpj(t).

Selecting cu_ that satisfies (9) leads to minimizing the

anlount of increase in the rate of change for tile exit

state pr(_bability. This probability contributes to the

aggregated system death state probability as one of

possibly many additive terms. Therefore this policy

maximizes the overall system reliability. Critical clear-

ance tin[e tc is used because it represents the longest

time affordable for information acquisition and process-

ing will, out jeopardizing the opportunity for perfor-

mance restoration. []

Coverage is a dynamic quantity because f(O, t) changes

with time. Typically, as more time is allowed to collect

and pro,:ess measured data, the resolution, as defined

in (5), o" the estimate increases and the value of cover-

age increases toward 1 as well, which is consistent with

the classical speed/accuracy t.radeoff. All the values of

coverag( used in part I of the paper are static cover-

age values. It is conceivable that in one application, a

system may be able to afford to wait until sometime

t_ when a prescribed static coverage value has been

reached to make a decision for redundancy manage-

ment, while in another application, critical time t¢ is

prescribed and a decision made at t_ must carry a high

risk with the achieved static coverage.

It appears that the definition and the calculation of

coverage must involve an explicit estimation algorithm.

This is i:l fact not the case. Even for reliable control [18]

where no estimation algorithm is involved at all, as

long as there is a probabilistie description of the fault-

effect p,:rameter estimate (a uniform distribution over

f_ in the case of total ignorance), and a database on

control )erformance has been established, coverage is

well defined.

From Definition 3 it can be seen that coverage is re-

lated to the performance of each individual control law

Jt_,, to tile system perfornmnee threshold Jrn_n, and to

the dia,onostic resolution determined by f(O). There-

fore, in addition to its role as the criterion for optimal



redundancymanageInent,coverageaL_oplaysacrucial
rolein providingguidelinesfor integrateddesignsof
faulttolerantcontrolsystems.Sincetheabovemen-
tionedrelationisuniquelyandexplicitlydefined,the
designguidelinesareunambiguousanddesignresults
aremeasurable.

In the statement of the next three theorems, variable t

is supressed for simplicity. This can also be regarded as

confining our interest to only static coverage for some

prescribed critical clearance time t_.

Theorem 2. Given a control per[_,rmance threshold

Jmin, and an estimate 0 E f_ with a tixed distribution

f(O). Suppose U A and U B are t_r) candidate control

laws. Then c_a >_ cu_ if Ui¢4 outperforms Uff .

Proof. Since U/.4 outperforms L_B, it follows by Defini-
tion 1 that

f_a _ (0 ¢ f_lJua(0) > Jm+,_} D a B =- {0 E _lJu_(O) > J...}.

Then by Definition 3

Cua--CuU = _nA f(O)dO--[an8 f(O)dO= f, Al_; Bf(O)dO >_ O.

Therefore cua _> CuB. []

Based on Theorem 2, a robustified control law that has

achieved an expansion of the covered donmin leads to a

higher coverage. Similarly, if an expansion of the cov-

ered domain has been achieved by making the control

law adaptive, a higher coverage can be attained.

Theorem 3. Given a control law _;i, and an estimate

0 E f_ with a fixed distribution f(O). Ju_(O) is as-

suemd to be a single vedued function over f_. Suppose

Jai, and J_i, are two control performance thresholds.

Then cua >_ cu_ if Jain < JRmi,_.

Proof. Since Ju_ (0) is single valued over f_, its a-cuts [?]

_S_, (0) - {0 e ala_, (0) _> o., a > 0}

form a nested sets

'_'Jgi(O) DaJJv,(O), oti :11.aj.

Let a = JAin and 3 = JmBin. Then Jain < JmBin

implies

%, (0) __J_ (o).
From Definition 3

%a-%8 = fa f(O)dO- fj f(o)_,'o= _j f(O)dO >
r: (o) c_ i(o) u (o)ni_Ju to)

Therefore CUA >__CUB. []

Theorem 3 states that it is more difl3cult to achieve high

coverage for a system with a more stringent control

performance requirement.

Theorem 4, Given a control law Ui, a control perfor-

mance tilreshold J,,m_, and two estimates with distrib-

utions A(0*, PA) and N(O*, Pu), respectively, _41ere

and P_ = xPA, X > 1. In addition, assume _,lu, (0) is

convex [)r all a > O. Then cua _ Cus.

Proof. Since Pu = xPA, it follows from Definition 3

that

R_a = Xx R_ > R_, V_ ,> O.

Therefore diagnostic algorithm A outperforms algo-

rithm B Let _f,4(0) and _f_(O) be the a-cuts of the

two distributions over R N. where a > 0. Let c_0 be

such that a°fA(0) =a0 fB(O), and amax = fA(O*) =
N

1/v The fact

r..... /0....Ffa(O)lda = FfB(O)lda- 1
oO

yields

/_o f ....
['_.f. (O)-_fB(O)]da+ [_fA(fl) -°_f_(O)] da = 0. (10)

_o

PA < Pu implies that the first integrand is non-

positive for each 0 and the second is non-negative for
each 0. This still holds after restricting the a-cuts of

the two distributions to the convex Jmi_-eut of Ju, (0).

When the restriction to J_i_-cut of Ju, (0) affects only

the first term, the first term becomes less negative, and

(10) bc_'omes positive. In this case

/0CuA CU_ = [fA(O) - fu(O)]dO = f_fa(O) _fNCO)]d_ 4-

i

_ nax

(3

and therefore, cua >__cu_. For every 0 at which the

restriction to the Jmin-cut of Ju,(O) affects the second

term in (10), the first integrand vanishes because of the

nested structure of the a-cuts. Since 0" _ f_i C_ J_i_-

cut of dc_, (0), there will always be some set around 0*

over which the second term is nonzero. Therefore (10)

remains non-negative, and CUA ;> gun. []

0

_ ni byU_

Jmm - cut of .IU, (8)

Ol

Fig.3 N,_ted-a-cuts of f(O) and J,,m_-cut of Ju, in the

fault effect parameter space



Theorem4showsforaspecialcasethatahigherreso-
lutionleadstoahighersystemreliabilitywithcoverage
definedin (8). It, ispossibletoextev_dthisr_ult with
relaxedassumptionsonthedistributionsofthetwoes-
timates.

Dueto thepagelimit, wewill not lw able to present

any examples here. The reader is reh,rred to [20] for an

example of a small scale, proof-of-concept fault toler-

ant flight control system design where the bounds for

coverage of a 75% loss of effectiven(:ss of a control ef-

fector is ploted against local time (slart at the onset

of loss pf effectiveness), and the coverage at the criti-

cal clearance time is used for a control switch decision

based on the minimmn risk policy of Theorem 1.

3 Conclusions

The main contributions of the paper are presented in

Definition 3, Theorems i through 4 and two corollaries

in Section 2.

Theorem 1 establishes that maximizing the coverage of

the form expressed in (8) optimize; the reliability of

a given fault tolerant control systenL Theorems 2, 3,

and 4 establish that the robustification of a control law,

relaxation of control performance requirement, and en-

hancement of diagnostic resolution help improve sys-

tem reliability.

It is recognized that both field and test data cru-

cial to reliability study but sensitive from a market-

competition and liability viewpoint:s are difficult and

also expensive to obtain, while publMLed accident data

alone are not sufficient. Given the situation, new reli-

ability measure and assessment tools that can provide

more accurate information under less stringent data re-

quirements are yet to be defined and developed.
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